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CALL FOR PAPERS
IEEE Transactions on Emerging Topics on Computational Intelligence
Special Issue on Neural Architecture Search and Large Machine Learning Models

L. AIM AND SCOPE

Neural Architecture Search (NAS) serves as a transfor-
mative bridge, connecting Computational Intelligence and
Machine Learning communities. By automating the intricate
process of designing neural networks, NAS optimises model
architectures and enhances performance across diverse appli-
cations. This convergence has led to significant advancements
in both fields over the past decade. Traditionally, NAS algo-
rithms were categorized based on different search approaches,
such as reinforcement leaming, gradient-based methods, and
evolutionary computation. However, the rapid evolution of
Machine Learning is reshaping the NAS landscape, introduc-
ing new techniques that go beyond these categories. Among
these emerging techniques, Large Machine Learning Models
(LMMs) stand out as significant advancements in the field.
LMMs are sophisticated Machine Learning models with a vast
number of parameters and complex architecture, enabling them
to handle large datasets and perform intricate tasks. These
models are typically pre-trained and come in various types,
including Large Language Models for text processing and
Large Multimodal Models for handling multiple data types
like text, images, audio, and video. Recent studies in the
literature indicate that LMMs and NAS can interact in several
ways, paving the way for promising research directions. Some.
important examples of extremely promising research directions
that could represent the future of NAS include:

« NAS can be used to design LMMs or parts of them.

« The generative power of LMMs can aid in searching for
new candidate architectures.

« LMMs can define the search space of NAS instances,
enabling transfer leaming, zero-shot learning, or few-shot
learning.

‘This special issue aims to explore this emerging topic by
delving into the interactions between NAS methodologies and
LMMs. It seeks to illuminate the future of LMMs, encom-
passing their design criteria and methodologies.

1L Topics

Manuscripts related to, but not limited to, the following
topics are encouraged:

« Innovations in LMM design using evolutionary NAS

« Differentiable NAS (DARTS) tailored for LMMs.

« Memetic algorithms in NAS for enhancing LMM perfor-

mance

Integration of LMMs into advanced NAS frameworks
Applications of LMMs in various NAS-enabled tasks
Transfer leaming and optimisation strategies for LMMs
Techniques for learning and managing sets of large mod-
els

« Zero-shot and few-shot leaming methodologies with
LMMs.

« Development of performance predictors (e.&., surrogates)
for LMM design in NAS

« Enhancements in scalability and efficiency for NAS with

LMMs

Studies on search spaces and operators in NAS for LMMs

« Interpretability, explainability, and ethical considerations

of NAS-generated LMM architectures

Multi-objective NAS for optimising LMMs

Multi-task NAS for enhancing and manipulating LMM

functionality

« Searching for sets of machine learning models that cater
t0 both different loss functions and user requirements in
single pass

IIL SUBMISSIONS

Manuscripts should be prepared according to the ‘Infor-
‘mation for Authors’ section of the journal, and submissions
should be done through the journal submission website at
hitps¢/fieee.atyponrex.com/journal/tetci-icee by selecting the
Manuscript Type of *Neural Architecture Search and Large
Machine Learning Models' and clearly marking ‘Neural
Architecture Search and Large Machine Learing Models’
as comments to the Editor-in-Chief. Submitted papers will be
reviewed by at least three different reviewers. Submission of
implies that it is the authors’ original
unpublished work and is not being submitted for possible
publication elsewhere.

IV. IMPORTANT DATES
thlms:mn deadline: 31 December 2024

V. GUEST EDITORS

Ferrante Neri, NICE Group, School of Computer Sci-
ence and Electronic Engineering, University of Surrey,
United Kingdom, f.neri@surrey.ac.uk

« Yaging Hou, School of Computer Science and Technol-
ogy. Dalian University of Technology. China, houyq@
diuteducn

Yu Xue, School of Software, Nanjing University of
Information Science and Technology, China, xueyu@
nuist.edu.cn

« Yew-Soon Ong, College of Computing and Data Science.
Nanyang Technological University, Singapore, asysong@
ntu edusg




image5.png
Articles & Issues v/ About Vv Publish v Order journal # Q_ search in this journal

Special issues and article collections

Calls For Papers

on and

Learning Assisted Intelligent Optimi
Scheduling: Theory, Algorithms and Applications

Guest editors: Kaizhou Gao; Zhiguang Cao; Yaping Fu; Wen

Song; Yaoxin Wu

Learning assisted intelligent optimization and
scheduling i a hot topic in recent years. This session
focuses on the theory, algorithms and applications
of learning assisted intelligent optimization and

scheduling. It aims specifically at the most ...

Submission deadline: 31 December 2024

View all calls for papers for special issues
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Call for papers

16 April 2024
Learning Assisted Intell
and Applications

ent Optimization and Scheduling: Theory, Algorithms

Submission deadline: 31 December 2024

Learning assisted intelligent optimization and scheduling is a hot topic in recent years. This session focuses on the
theory, algorithms and applications of learning assisted intelligent optimization and scheduling. It aims specifically at
the most recent developments of swarm intelligence, evolutionary algorithms, meta-heuristics, ensemble with

machine learning algorithms, and applications for various complex sched:

g and optimization problems in
engineering and service fields.

Guest editors:
Prof. Kaizhou Gao, Macau University of Science and Technology, China

Prof. Zhiguang Cao, Singapore Management University, Singapore

Dr. Yaping Fu, Qingdao University, C!

Dr. Wen Song, Shandong University, China
Dr. Yaoxin Wu, Eindhoven University of Technology, the Netherlands

Special issue information:

#Learning assisted multi-objective, multi-task, and multi-constraint opti

+ Learning assisted large-scale global optimiz

+ Ensemble swarm and evolutionary algorithms with machine learning algor

+ Learning-based meta-heuristics

n algorithms for

* Produ

n scheduling problems

* Energy-efficiency scheduling problems

+ Traffic signal control, optimization, and scheduling

* Vehicle routing problems

* Unmanned vehicles/unmanned surface vessels task assignment and routing planning
« Project scheduling

* Gridcloud scheduling

* Scheduling and opti

ization in smart city
« Scheduling and optimization in smart building and home

« Scheduling and optimization in sustainability systems

« Scheduling and optimization in various service indust

s

# Clustering, classification and prediction based intelligent opti
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+ New real-world and innovative applications of ensemble intelligent optim

Manuscript submission information:

Important Dates:

You are invited to submit your manuscript at any time before the submission deadline. For any inquiries about the

appropriateness of contribution topics, please contact the executive guest editor:

Prof. Kaizhou Gao, kzgao@must.edumo

The journal's submission platform (Editorial Manager®) is now available for receiving submi
Please refer to the Guide for Authors to prepare your manuscript and select the article type of “VSESWEVO_ Intelligent
opti e. Both the Guide for Authors and the submission

portal could be found on the Journal Homepage here:

ions to this Special Issue.

ization and Scheduling” when submitting your manuscript onl

warm and Evolutionary, Computation | Journal |

ScienceDirect.com by Elsevier
Keywords:

« Artificial Intelligence
* Intelligent Optimization Theory, Method and Application

* Reinforcement Learning

* Complex Systems Modeling, Optimization and Scheduling
* Intelligent Transportation
* Intelligent Manufacturing

* Smart City

Learn more about the benefits of publ

1g.in a spe

Interested in becoming a guest editor? Discover the benefits of quest editinga special

contribus

n that you can make to your field
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Call for papers

03 November 2024
Generative Artificial Intelligence for Robotics and Smart Manufacturing

Submi

n deadline: 30 June 2025

Demand for smart manufacturing and Al-enabled robots is at an all-time high as industries seek to improve

operational efficiency, streamline repetitive tasks, and address workforce shortages. The rapid advancement of
generative Al s set to transform robotics and manufacturing. These advanced Al technologies offer unprecedented
capabilities in robot learning, perception, control, and interaction, paving the way for generalist robots with versatile

skills. This allows modern Al robots to easily adapt, learn, and perform complex tasks.

Simultaneously, generative models and algorithms are being utilised to optimise manufacturing systems, drive

industrial digitalisation, and enable advanced automation across manufacturing industries.

The objective of this special issue is to publish state-of-the-art and visionary research works on generative Al for

robotics and manufacturing, including theoretical methods, technologies, case studies, and industrial applications.
Topics to be covered include, but are not limited to, the following:

* Gener

e AT for autonomous robotic systems

* Multi-agent reinforcement learning for robotics

* Al-powered industrial digitalisation and automation

* Al-driven bio-inspired robotics and locomotion learning

« Foundational models in robot learning and manipulation
* VLM/LLM-driven robotic manufacturing/assembly systems

« Data-efficient generative Al for robotics and manufacturing

« Robotic foundation models for general-purpose manipulation skills

* Human-robot collaborationfinteractions enhanced by generative Al
Guest editors:

Sichao Liu

University of Cambridge, Cambridge, United Kingdom

Yuejiang Liu

Stanford University, Stanford, California, United States of America

Yali Du
King's College London, London, United Kingdom

Alexandra Brintrup
University of Cambridge, Cambridge, United Kingdom

Jianjun Wang
ABB Corporate Research, Raleigh, North Carolina, United States of Am:

Adam Sobey
The Alan Turing Institute, London, United Kingdom
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Guest editors:

Sichao Liu

University of Cambridge, Cambridge, United Kingdom

Yuejiang Liu

Stanford University, Stanford, California, United States of America

Yali Du
King's College London, London, United Kingdom

Alexandra B

rup

University of Cambridge, Cambridge, United Kingdom

Jianjun Wang

ABB Corporate Research, Raleigh, North Carolina, United States of America

Adam Sobey
The Alan Turing Institute, London, United Kingdom

Manuscript submission informat
Manuscript submission open date: 15 November 2024

Manuscript submission deadlin

30 June 2025

You are invited to submit your manuscript at any time before the submission deadline. For any inquiries about the

appropriateness of contribution topics, please contact Dr. Sichao Liu via sichao.liu@mrc-cbu.cam.ac.uk.

Please refer to the Guide for Authors to prepare your manuscript, and select the article type of “VSI:
AGl4RoboticsManufactu:

\g" when submi

ing your manuscript online at the journal’s submission platform Editorial

Manager®. Both the Guide for Authors and the submission portal could also be found on the Journal Homepage.

Keywords:

Generative AL; Robot

s; Smart Manufacturing; Foundation Models; Human-Robot Collaboration; Robot Learning

Check out the FAQs on special issues.

Learn more about the benefits of publish:

o specialissue.

Interested in becoming a guest editor? Discover the benefits of guest edi

0.0 special issue and the valuable
contribution that you can make to your field.
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Call for papers

13 September 2024

Prominent Contributions by Rising Stars in Applied Mathematics

Submission deadline: 01 March 2025

This special issue is focused on acknowledging the notable contributions of young applied mathema

Assistant/ Associate Professor level around the World who has conducted outstanding research.

The editors welcome be

h-quality and well-written full-length research articles. All papers

rigorously reviewed by experts in the field.

Guest editors:

Professor Lev LV. Idels, Vancouver Island University, British Columbia, Canada
Professor Dr. Giovanni Garcea, Structural Mechanics, (DIMES)University of Calabria

Professor Jan Awrejcewicz, Department of Automation, Biomechanics and Mechatronics,POLAND.

Professor CW. Lim, Department of Architecture and Civil Engineering,City Univercity of Hong Kong

Manuscript submission informat

The list of possible topics includes, but is not limited to:- Numerical methods for industrial applications
- Networks and Robotics

igh-performance methods for data-driven engineering applications

- Computational intelligence in complex engineering problems.
- Reliability modelling and system optimization

- Computational fluid dynamics and electromagne

- Energy sustainal
- Opti
- Data science and AT

y models

ization methods and applications

Important date:

irst submission date: 1 October 2024
Paper submission deadline: 1 March 2025

Review completed before: 1June 2025
Keywords:

Young Applied Math experts, Early career, Winners of prestigious awards, Computational methods for industrial

applications, Recent trends in computer applications for engineering.

Learn more about the benefits of pu

g.in 0 specialissue.

Interested in becoming a guest editor? Discover the benefits of quest editinga special issue and the valuable

contribution that you can make to your field.
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Leveraging the Synergy of AI and Optimization Models for Enhanced Problem

Solving and De n-Making

Submission deadline: 31 December 2024

Introduction

In recent years, both Artificial Intelligence (AT) and Optimization Models have emerged as powerful tools for problem-
solving and decision-making across various domains. AT techniques, such as machine learning and natural language
processing, have demonstrated their ability to extract patterns and insights from vast amounts of data. Lam et al.
(2022), for example, introduced a cutting-edge exact algorithm for Multi Agent Path Finding, a set of combinatorial

optimization problems rooted in Al and automated planning. They tackled scenarios where both space and time are

retized by applying the branch-and-cut-and price framework from mathematical optimization. They call for
further research in this class of problem.On the other hand, Optimization Models offer systematic approaches to

finding the best solutions to complex problems. Recent research indicates a growing necessity to incorporate more

ical models that combine Al and optimization techniques (Doumpos et al., 2023; Gambella et al., 2021).

For instance, studies have developed a feature-enhanced genetic programming method for the automatic design of

igh-quality dispatching rules for customer order scheduling in an offline learning strategy (Shi et al., 2021). As this

research area is in its nascent phase, several various avenues and opportunities remain to enhance our comprehension

of possibilities across diverse angles, encompassing problem categories, application domains, themes, and
methodologies. This Special Issue aims to explore and advance the research on the combination of Al and
Opti s and highlight th

their integration for achieving superior results in diverse applications

zation Models to harness the complementary strengths of both methodolo;

portance of

Guest editors:

Davood Golmohammadi, Ph.D. [Managing Guest E

ul

Associate Professor of Management Science and Information Systems
College of Management

University of Massachusetts Boston

davood.golmohammadi@umb.edu

Prof. Diego A. de.]. Pacheco, PhD [Guest Editor]
Aarhus Business School, DK

Aarhus University

diego@btech.au.dk

Kenneth ] Klassen, MBA, PhD, PMP [Guest Editor]
Professor of Operations Management
Goodman School of Business, Brock University
kklassen@brocku.ca

Mostafa Zandieh, PhD [Guest Editor]

Professor

Department of Industrial Management and Information Technology
Shahid Beheshti University, G.C., Tehran, Iran

m_zandieh@sbu.ac.ir
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Special issue information:
Contributions:
This Special Issue will enhance understanding in this important and emerging area of study as follows:

a. Comprehensive Problem Solving: The integration of A and Optimization Models enables a more
comprehensive approach to problem-solving, leveraging AT's ability to process large datasets and
recognize complex patterns, while optimization techniques ensure the identification of optimal or near-optimal

solutions.

b. Real-Time Decision-Making: By combining AI's capacity to analyze real-time data with optimization's

ability to generate efficient solutions, organizations can make well-informed and timely decisions,

particularly in dynamic and rapidly changing environments.

<. Enhanced Resource Utilization: Integrating AI and Optimization Models can lead to improved resource
allocation and utilization, optimizing processes and minimizing costs across various domains like logistics,

supply chain management, and energy consumption.

d. Multi-Dimensional Problem Domains: Complex real-world problems often involve multiple objectives
and constraints. The combination of Al and Optimization Models provides a powerful approach to tackle
multi-dimensional problem domains, offering a more nuanced understanding of trade-offs and balancing

conflicting goals.

Importance of AT and Optimization Model IntegrationThe synergistic combination of AT and Optimization Models

presents several compelling reasons for its significance:

a. Data-Driven Decision-Making: AI (including Analytics) is adept at extracting insights from data, but it
often lacks the capability to make strategic decisions. When combined with Optimization Models, AT's
data-driven insights can be translated into actionable decisions, enhancing the overall decision-making

process.

b. Handling Uncertainty: Real-world problems frequently involve uncertainty and dynamic environments.
AT's adaptive nature can assist in analyzing changing data patterns, while Optimization Models can create

robust plans that adapt to uncertainties, resulting in more resilient systems.

<. Efficient Exploration of Solution Space: Optimization Models excel in searching vast solution spaces, but
they can be limited by the complexity of the problem. AL especially in the form of evolutionary algorithms
or reinforcement learning, can assist in exploring diverse solution spaces efficiently, finding novel and

unconventional solutions.

d. Personalization and Customization: Al can help identify individual preferences and behavior patterns,
enabling Optimization Models to tailor solutions to specific user needs. This personalization can
significantly enhance user experiences and outcomes in recommendation systems, personalized

‘medicine, and marketing campaigns.

4. Applications
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4. Applications

Articles that discuss the use of Analytics and Big Data to enhance problem solving are included under the
broader umbrella of Al and Optimization. The integration of Al and Optimization Models has wide-ranging
ited to:

applications, including but not i

a. Healthcare: Personalized treatment plans, drug discovery, scheduling (patient, doctor, nurse, OR, e

patient prioritization and resource allocation in healthcare can be optimized by integrating AT with

optimization techniques, leading to improved patient outcomes and cost efficiency.

b. Transportation and Logistics: Optimizing routes, delivery schedules, and resource allocation in

transportation and logistics can be significantly improved by incorporating AI techniques in the

optimization process.

<. Finance and Investment: Combining AT's predictive capabilities with optimization techniques can lead

to more accurate portfolio optimization, risk management, and trading strategies.

d. Manufacturing and Supply Chain: Optimizing production processes, inventory management, and supply

chain logistics can be enhanced by leveraging Al to analyze demand patterns and predict disruptions.
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Metaheuristics for Sustainable Manutacturing

Submission deadline: 30 November 2024

The term manufacturing refers to the secondary industry in the supply chain domain in which a type of raw material is

converted into a product usable to the customer. Generally, manufacturing involves the utilization of labor, traditional
and automated machine tools, chemical, and biological processes, assembly, etc. The customer could be the end-user
or next level of the supply chain in which the product could be transformed with added value or assembled further
with other products. For the manufacturing industry to survive and thrive innovation, quality, safety, and

competitiveness must be achieved at the minimum cost, i.e., efficiently utilizing the available resources such as

material, labor, machines tools, land, time, robots, computer software and hardware, etc. As manufacturing is
generally carried out on a large scale, any efficiency improvement in the utilization of these resources impacts
positively on the entire supply chain and the end product. The result could be reduction in the overall cost of
manufacturing, reduction in pollution and waste, improvement in the quality of the product, increase in customer
satisfaction, etc., which eventually nurtures sustainability. It is important in global viewpoint especially for developing

countries where the production is being outsourced and the customer market is all over the world.

The efficient utilization here refers to the minimization of cost, and maximization of yield satisfying the constraints.
There are several classical optimization approaches have been studied in the literature and being applied in the
manufacturing industries for optimizing several associated parameters and variables. The common optimization
approaches are associated with Linear Programming Problem and heuristics. However, as the manufacturing designs
are becoming more complex and miniature with inclination towards increase in variety, quality improvement and cost
minimization, it is becoming essential to develop and employ novel optimization techniques which can handle a
variety of class of data, give the rich and acceptable quality of solutions at reasonable computational cost. In recent
times, several Artificial Intelligence (AI) based nature-inspired optimization methods have been proposed. They are
commonly referred to as metaheuristics. They could be further classified as bio-inspired, socio-inspired and physics-
based methods. The methods are driven by simple rules in the specific algorithmic framework. So far, these algorithms
have been applied in several domains such as transportation, healthcare, design engineering, etc.; however,
optimization-related discussion in the multifaceted domain of manufacturing s still quite limited. The issue can

accommodate the original contributions from within the below domains (not limited to):

1 Novel or modified metaheuristics for manufacturing quality control and reliability

2. Metaheuristic solutions to enhance process efficiency and sustainability
3. Nature-inspired optimization methods in production, manufacturing and logistics
4. Metaheuristic solutions to human resource and safety

5. Metaheuristic solutions to Industrial waste Management

6. Metaheuristic solutions to material movement and handling systems

7. Novel or modified metaheuristics for machining processes

8. Novel or modified metaheuristics for manufacturing processes

9. Metaheuristic solutions to improve energy consumption
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Guest editors:

Dr. Anand ] Kulkarni (Executive Guest Editor)

MIT World Peace University, Pune, India

Email: anand j kulkarni@mitwpu.edu.in

Areas of Expertise: optimization, metaheuristics

Dr. Patrick Siarry

Université Paris-Est Creteil, Creteil, France

Email: siarry@u-pecfr

Areas of Expertise: optimization, metaheuristics

Manuscript subs n information:

Tentative Schedule:

* Submission Open Date: April 30, 2024
« Submission Deadline: November 30, 2024
* Notification of Acceptance: February 28, 2025

Contributed papers must be submitted via the Engineering Applications of Artificial Intelligence online submission
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16 January 2024
The Complexity of the Energy Transition

Submission deadline: 31 December 2024

The last few decades have been marked by an increase in the frequency of global crises, from the subprime mortgage
crisis, to the pandemic which seems to be coming to an end, and the recent geopolitical crisis. While the energy
shortage seems to be reigniting inflation-related problems, on the horizon looms, almost inexorably, the future climate
crisis. Addressing this challenge requires reducing carbon emissions and improving energy efficiency. Production
systems must change both in terms of production inputs, increasingly using renewable resources and reducing the
share of fossil fuels, and in terms of production processes, adopting green technologies. Uncertainty and heterogeneity
of economic agents strongly characterize this new evolution of the economic system. Therefore, new theoretical and
empirical models are needed that are able to grasp this complexity and provide new results in line with the processes
underway. The rapid rise of analytics in Operations Research, evidenced by the growing number of academic
publications, can certainly provide new answers to problems related to the complexity of the energy transition. Indeed,
the energy transition and the current macroeconomic environment imply the use of analytical methods of problem-
solving and decision-making, which are useful for the choices of economic agents and policy makers. In order to
address the theoretical and empirical challenges facing us in the future, it is appropriate, to develop optimization
models (in continuous and discrete time). High uncertainty implies the development of stochastic models for
investment choices and empirical models for studying the main variables that impact the economic system. The
heterogeneity of market supply and demand, imply the use of specific models that can capture the complexity of

economic choices.
Guest editors:
Peter Kort, Tilburg University, Kort@tilburguniversity.edu, https://www.tilburguniversity.edu/staff/kort

Francesco Menoncin, University of Brescia, francesco.menoncin@unibs.it, https://sites.google.com/view/francesco-

menoncin/home

Jacco Thijssen, York University, jacco.thijssen@york.ac.uk, https://wwwyork.ac.uk/management/staff/jacco-thijssen/
Sergio Vergalli, University of Brescia, sergiovergalli@unibs.it, www.sergiovergalli.it

Special issue information:

This special issue will try to take up this challenge, studying energy markets, the economic and environmental impacts
of new production technologies and new green policies. We invite high-quality submissions addressing theoretical and
algorithmic developments advancing the theory and methodology of operational research, as well as real-world
innovative implementations in the areas of decision mechanisms in energy markets and energy pricing, smart grid

design and management, and environmental and energy efficiency.

The Special Issue seeks to publish novel research and reflect the most recent advances on the latest contributions on

the above areas, covering new modeling techniques and formulations, as well as innovative case studies.
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Special issue information:

This special issue will try to take up this challenge, studying energy markets, the economic and environmental impacts
of new production technologies and new green policies. We invite high-quality submissions addressing theoretical and
algorithmic developments advancing the theory and methodology of operational research, as well as real-world
innovative implementations in the areas of decision mechanisms in energy markets and energy pricing, smart grid

design and management, and environmental and energy efficiency.

The Special Issue seeks to publish novel research and reflect the most recent advances on the latest contributions on
the above areas, covering new modeling techniques and formulations, as well as innovative case studies.
Contributions will be selected through a refereeing process consistent with the standard reviewing process of the
European Journal of Operational Research. Only original contributions of the highest quality, within the scope of the
European Journal of Operational Research will be considered. This Special Issue should be of benefit to policy-makers
and researchers worldwide, wherever there is a need to overcome challenges, design policy options, strive for new

technological breakthroughs and seek investment opportunities towards a new era of energy transition.
We invite contributions on the following topics, among others:

- Continuous and discrete Optimization

- Stochastics and Statistics

- Interpretable decision-making methods under uncertainty

- New model evaluation metrics

- electricity storage systems: optimal management and economic impact sectoral decarbonization and energy

restructuring
- agent-based models applied to energy and environmental market

- macro models studying future scenario

- derivatives on energy markets, weather derivatives

- economics of new renewable energy technologies

- energy efficiency and the rebound effect

- historical energy transitions (biomass to coal, coal to ol etc.)

- role of energy in economic growth

- energy and climate change

- energy security

- economics of unconventional fossil fuels

- environmental policies, strategic adoption of technologies and switching of energy sources
- feasibility of future scenarios.

Itis worth noting that papers on these topics should be in line with the guidelines of the journal and thus have a link to

OR theory and methodology through relevant references to the OR literature and also have interfaces with other
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Call for papers

11 November 2024
AlI-based Approaches for Intelligent Transportation and Underground Logistics
Systems

Submission deadline: 31 March 2025

An Intelligent Transportation System (ITS) aims to provide innovative services for different modes of transportation,
enabling customers to be better informed, and fostering safer, smarter, and more coordinated transportation
networks. The Underground Logistics System (ULS) is recognized as one of the green, energy-saving and efficient new
modes of transportation. In order to develop an efficient and effective transportation/logistics system, Al-based

approaches based on the Computational Intelligence (CI) and Machine Learning (ML) should be considered.

Intelligent Transportation System refers to improving the intelligence and automation of the entire transportation
system. This involves improving the system's ability for analysis, decision-making and intelligent execution through the
integration of intelligent hardware and techniques, such as Internet of Things (IoT) and Big Data mining. The
Underground Logistics System is a typical model of ITS. It takes advantage of underground space by using tunnels or
special large-diameter passages to connect underground stations and terminals for cargo transportation. Automatic
controlling methods are essential in the ULS to ensure stable, large-scale, efficient and green 24-hour transportation
activities. The ULS can be used as the high-speed transport channels within or among major industrial areas, logistics

distribution centers, cargo hubs, airports, railway stations and port terminals.
Guest editors:

Dr. ZhiLong Chen: Prof., Faculty of Architecture, Civil and Transportation Eng., Beijing University of Technology, China:
chen-zI@vip.163.com

Dr. Mitsuo Gen: Visiting Prof., Research Institute of Science & Technology, Tokyo University of Science, Japan;

gen@rs.tus.ac.jp
Dr. John R. Cheng: Research Scientist, Broad Geophysical Technology, Inc., Houston, TX, USA; runweicheng@gmail.com

Dr. ChengJi Liang: Prof., Institute of Logistics Science & Engineering, Shanghai Maritime University, China;
liangcj@shmtu.edu.cn

Dr. Jian Jun Dong: Prof., School of Safety Science and Engineering, Nanjing University of Science and Technology, China;
dongjj@njust.edu.cn
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Special issue information:

Scope of the Special Issue: Intelligent Transportation Systems and Underground logistics Systems involve
complex and comprehensive technologies that integrate underground construction, transportation equipment,
information technology and automatic control. With the development of artificial intelligence (AI) technologies, the

implementation of underground logistics and intelligent transportation faces both opportunities and challenges.

To further encourage research and applications of intelligent transportation systems and underground logistics
systems, strengthen cooperation among all parties, and provide a platform for communication, this special issue will
focus on publishing original interdisciplinary research papers that contribute to theoretical/technical

knowledge expansion in intelligent transportation equipment, underground construction, information technology, and

automatic control for real-world applications.
Related topics include:

- Computational Intelligence (CI) Techniques

- Machine Learning (ML) Algorithms

- Agent-based Simulation (As)

- Intelligent Logistics & Supply Chain Management (SCM) Networks
- Big Data Analytics & Data Mining

- Container Systems & AGV Scheduling by CI/ML/AS

- Automation in Transportation & Logistics by CI/ML/AS

- Intelligent Port Logistics by CI/ML/AS

- Green Scheduling by CI/ML/AS

- Distributed Scheduling by CI/ML/AS

- Vehicle Routing Problem by CI/ML/AS

- Automatic Guided Vehicle by CI/ML/AS

- Intelligent Transport Systems by CI/ML/AS

- Underground Logistics Planning & Design by CI/ML/AS

- Underground Logistics Network Design by CI/ML/AS

- Urban Transportation & Underground Logistics by CI/ML/AS
- Other related Topics
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International Journal of Production Economics  Isuports submit

Articles & Issues ~ About Publish v Order journal 2 Q  search in this journal

This special issue aims to publish high-quality research papers related to low-carbon operations and supply chain

management, especially supporting net-zero emissions goals. We seek original papers that can provide scientific and
interesting managerial insights for practitioners or supply chain members in allevi
‘emissions. These papers should be motivated from practical contexts but can be studied in a variety of methodologies,
including formal analytical modeling, game theory, case study, empirical study, secondary and big data analysis. Some

high-quality review papers would be equally welcome.

ing real-world serious carbon

Topics of interest include, but are not limited to:

« Government policy and regulatory mechanisms and the relationst
‘operations, and supply chain management

« New business models for net-zero emissions in supply chain management

« Data-driven in low-carbon operations and supply chain management

ns in manufacturing,

« New financing modes for low-carbon supply chain management
« Emerging technological innovations to reduce carbon emi
management

manufacturing, operations, and supply ch

« Carbon emission forecasting and supervision in supply chain management
« Low-carbon supply chain network design

ipply chains

ions in supply chain management
Building on regenerative supply chains for net positive/negative operations and supply chain management
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‘Adelaide Business School (ABS) & Institute for Sustainability, Energy and Resources (ISER)
University of Adelaide, Adelaide - 5005, Australia

E-mail: kannan.govindan@adelaide.edu.ou
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Manuscript submission information:

‘The Journal’s submi
Select the article type “VSI:S0-SCM — Clim

ial Issue. When subitting your manuscript please

that the article will be considered for the special
issue. Please submit your manuscript before

The submi

ion

https://www.editorialmanager.com/PROECO/default.aspx

Allsubmissions deemed suitable to be sent for peer review will be reviewed by at least two independent reviewers.

‘Once your manuscript is accepted, it will go into production, and wil be simultaneously published in the current
regular issue and pulled into the online Special Issue. Articles from this Special Issue will appear in different regular
issues of the journal, though they will be clearly marked and branded as Special Issue articles.

Please see an example here: https://www.sciencedirect.com/journal/international-journal-of-production-economics

Please ensure you read the Guide for Authors before writing your manuscript. The Guide for Authors and link to submit

your manuscript is available on the Journal’s homepage at Guide for authors - International Journal of Production
Economics - ISSN 0925-5273 | ScienceDirect.com by Elsevier

Inquiries, including questions about appropriate topics, may be sent electronically to the Managing Guest Editor,
Kannan Govindan (kannan.govindan@adelaide gov.u).
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IEEE Transactions on Evolutionary Computation
Special Issue on Evolutionary Computation Meets Large Language Models

1. Aims and Scope

The convergence of evolutionary computation (EC) and large
language models (LLMs) marks a significant advance in Al
rescarch. EC, which mimics natural selection to iteratively
optimize solutions, provides a powerful method for addressing
complex and dynamic problems. LLMs such as GPT-4 excel at
processing and generating human-like text through deep neural
networks trained on vast datasets. Integrating EC with LLMs
aims to enhance training efficiency and model performance,
leading to optimized parameters, adaptive learning strategies,
and innovative applications in fields such as natural language
processing and automated reasoning.

‘This special issue seeks to attract contributions from both the EC
and the machine learning (ML) communities, focusing on the
development of methodologies that integrate evolutionary
algorithms with LLMs. The goal is to foster a collaborative
environment where rescarchers can share advancements in
optimizing LLM parameters, improving training processes, and
developing  adaptive learning techniques using EC. By
showeasing successful case studics and theoretical rescarch, the
issue aims to highlight the potential of this interdisciplinary
approach in solving complex Al problems.

‘The issue aims to bridge the gap between EC and ML, promoting
cross-disciplinary collaboration that drives forward both
rescarch and practical applications. The integration of these
fields could lead to the development of more efficient, resilient,
and versatile Al systems capable of addressing a wide range of
computational challenges.

11 Topics

‘The main topics of this special issue include, but are not limited
to, the following:

Evolutionary Optimization of LLMs
Model Scale and Performance Enhancement
Emergent Abilitics.

Pretraining Techniques

Adaptation and Fine-Tuning Techniques
Multimodal Capabilities

Safety and Controllability

Reasoning Capabilities

Application Expansion

Evolutionary Algorithms Guided by LLMs
Guiding Evolutionary Algorithms with LLMs
Data-Driven Optimization

Evolutionary Deep Learning

Hybrid Evolutionary Algorithms

Application to Significant Societal Challenges

We e e e e e s e e 0 e =

Utilizing evolutionary optimization and LLMs in scientific
research areas such as physics, chemistry, and biology.

©  Medical applications including drug discovery,
personalized medicine, and genomics, where LLMs can
model complex biological processes.

e The development of new materials and advanced
‘manufacturing processes facilitated by integrating LLMs
and evolutionary optimization.

©  Addressing environmental and sustainability challenges,
such as climate modelling and renewable energy
optimization, through combined LLMs and evolutionary
approaches.

4. Theoretical Advances

«  Fundamental theories and frameworks for the interaction
between LLMs and evolutionary optimization.

©  Benchmarking and comparative studies on integrating
LLMs with evolutionary algorithms to establish best
practices.

©  Addressing scalability and efficiency issues in combining
LLMs with evolutionary optimization.

«  Exploring the theoretical limits of LLMs" capabilities in
guiding evolutionary algorithms.

IIL Submissions

Manuscripts should be prepared according to the information at
https://cis.iece.org/publications/t-evolutionary-
computation/iece-teve. Submission of a manuscript implies that
it is the authors™ original unpublished work and is not being
submitted for possible publication elsewhere. Please follow the
submission instructions, select the article type as “ECLLM”, and
add “Evolutionary Computation Meets Large Language Models
Special Issue" to the comments for the Editor-in-Chief.

VL. Important Dates

Submission Deadline: January 31st, 2025

Revision Deadline: May 31st, 2025
Final Decision: August 31st, 2025
Publication Date: December 31st, 2025
V. Guest Editors

Prof. Min Jiang, Xiamen University, China

minjiang@xmu.edu.cn)
Prof. Liang Feng, Chongging University, China

liangfl@cqu.edu.cn)
Prof. Qingfu Zhang, City University of Hong Kong, Hong
Kong SAR
(qingfuzhang@cityu.cduhk)
Prof. Kay Chen Tan, The Hong Kong Polytechnic University,
Hong Kong SAR

(ketan@polyu.edu.hk
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IEEE Transactions on Automation Science and Engineering
Special Issue on Machine Learning for Optimization in Automation - in Honor of Peter B. Luh

Optimization for decision making is pervasive in automation. Examples may be found in real time routing in
transportation, scheduling in multi-energy micro grids, path finding in autonomous driving, and supply demand
matching in just-in-time distribution. Just to name a few. These optimization and decision-making problems may
be mathematically formulated as linear and nonlinear programming, Markov decision process, and the variants.
The past decade has witnessed how machine learning has tremendously advances the theory and practice in
solving these problems. It is the purpose of this special issue to review the state of art in this field, namely
machine learning for optimization in automation, as well as to discuss the future research directions.

Professor Peter B. Luh (1950-2022) was a pioneering figure in the field of automation, and in solving optimization
problems in manufacturing and power systems. He co-founded the IEEE T-ASE and served as its first Editor-in-Chief.
Throughout his career, Professor Luh was an active researcher and promoter in this field. When he passed away in
2022, one of his last initiatives was to jointly develop an ad hoc on Machine Learning for Automation. In this
research, Professor Luh focused on developing powerful algorithms that combine machine learning and
optimization with applications to power systems and manufacturing systems. This speci
to Professor Luh, recognizing his significant contributions to the field of automation and his visionary leadership in

issue serves as a tribute

advancing the field of machine learning for optimization in automation. Through this special issue, we aim to
honor Professor Luh's legacy and his dedication to advancing this field. We invite contributions from researchers
and practitioners who are making significant contributions to the field, and who share Professor Luh's vision of
machine learning for automation.

Potential contributors to this special issue include researchers on theory, methods, algorithms, and applications of
machine learning for optimization in automation. In particular, mathematical formulations like linear and
nonlinear programming, Markov decision process, and simulation-based optimization will be studied and
discussed. Specifically, we welcome contributions that explore certain structural properties of optimization
problems in automation to achieve fast solution of large-scale problems, and with performance guarantees.
Besides contributions on rather general theories and methods, this special issue will also welcome works on
various application domains such as manufacturing, logistics, transportation, buildings, and power systems.

This special issue intends to summarize the state of the art, to discuss promising research directions, and to
further promote research in machine learning for optimization in automation. A key connection among the
optimization problems in various different automation systems resides in the shared mathematical optimization
formulation, such as linear and nonlinear programming, and the Markov decision process. Advances in solving
these optimization problems have rich application pote

s. It is important to showcase successful stories as well
as to share advances in general theories and methods across different systems. This special issue is of both
practical and theoretical interest. Through this special issue, we hope to foster collaboration and exchange of
ideas among researchers and practitioners working on machine learning for optimization in automation. We also
aim to provide a platform for highlighting successful case studies and innovative applications of machine learning
for optimization in different domains, encouraging further research and development in this exciting field.
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Planned Publication Schedule

®  Oct. 31, 2024, announce the call for papers, circulate through public channels such as the journal website and
RAS Technical Committees, and private invitations.

Apr. 30, 2025, submission deadline.

Jul. 28, 2025, return of the first round of review.

Sept. 15, 2025, submission deadline for revised manuscript.

Oct. 15, 2025, return of the second round of review (plan to accept 6 to 12 regular submissions).

Nov. 15, 2025, submission of the final version of the manuscript.

Afterward, enter the publication process.

Guest Editors
Xiaohong Guan, Professor, Xi‘an Jiaotong University, Xi’an, Shaanxi Province, China
Email: xhguan@xjtu.edu.cn

(Samuel) Qing-Shan Jia, Professor, Tsinghua University, Beijing, China
Email: jiags@tsinghua.edu.cn

Bengt Lennartson, Professor, Chalmers University of Technology, Gothenburg, Sweden.
Email: bengt.lennartson@chalmers.se

Maria Pia Fanti, Professor, Polytechnic University of Bari, Bari, Puglia, Italy.

Email: mariapia.fanti@poliba.it

Bing Yan, Assistant Professor, Rochester Institute of Technology, Rochester, NY, U.S.
Email: bxyeee@rit.edu




