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An Improved Artificial Bee Colony Algorithm for
Solving Hybrid Flexible Flowshop With
Dynamic Operation Skipping

Jun-qing Li, Member, IEEE, Quan-ke Pan, and Pei-yong Duan

Abstract—In this paper, we propose an improved discrete
artificial bee colony (DABC) algorithm to solve the hybrid
flexible flowshop scheduling problem with dynamic operation
skipping features in molten iron systems. First, each solution is
represented by a two-vector-based solution representation, and
a dynamic encoding mechanism is developed. Second, a flexi-
ble decoding strategy is designed. Next, a right-shift strategy
considering the problem characteristics is developed, which can
clearly improve the solution quality. In addition, several skipping
and scheduling neighborhood structures are presented to balance
the exploration and exploitation ability. Finally, an enhanced
local search is embedded in the proposed algorithm to fur-
ther improve the exploitation ability. The proposed algorithm
is tested on sets of the instances that are generated based on
the realistic production. Through comprehensive computational
comparisons and statistical analysis, the highly effective perfor-
mance of the proposed DABC algorithm is favorably compared
against several presented algorithms, both in solution quality and
efficiency.

Index Terms—Artificial bee colony (ABC) algorithm, dynamic
operation skipping, heuristic, hybrid flexible flowshop (HFF).

I. INTRODUCTION

N MODERN iron and steel production systems, the
scheduling of molten iron plays an important role and
can clearly increase the production efficiency and profit.
The classical process of molten iron scheduling can be
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divided into five stages: 1) blast furnace; 2) preprocessing;
3) dephosphorization or desulphurization; 4) post-processing;
and 5) iron pouring stages [1], [2]. In the first stage, the
molten iron is first hybridized and processed in blast fur-
naces and then poured into pots carried on torpedo cars.
Then, these torpedo cars are hauled by engines on a rail
track to one of the two steel-making sites, where the molten
iron will be processed through preprocessing, dephosphoriza-
tion or desulphurization, post-processing, and iron pouring
stages.

In Shanghai Baoshan Iron and Steel Complex (Baosteel),
there are generally two types of molten iron, i.e., the common
and specific molten irons. The specific molten iron can be
further divided into three types: 1) demanganization molten
iron; 2) silicon iron; and 3) pretreatment (desiliconization,
dephosphorization, and desulphurization) molten iron. For the
processing capacity limitation of the pre- and post-processing
devices, the specific molten iron must be processed through
the two stages, while the common molten iron should skip one
or two of the two stages according to the capacity constraints
or the due date window. In other words, the common molten
iron will be dynamically selected to skip certain stages. The
dynamic operation skipping is the main characteristic of the
molten iron scheduling problem in Baosteel, and it can also
be extended to other scheduling applications.

The hybrid flow shop (HFS) is one branch of the classical
flow shop scheduling problem, which has been verified to be
an NP-hard problem [3]-[20]. Many real-world manufacturing
systems can be modeled as an HFS problem with certain con-
straints, such as the steel-making casting problems [14]. The
hybrid flexible flowshop (HFF) is an extension of the classi-
cal HFS, which is more complex than the latter because of
the addition need to permitting operation skipping [21]-[32].
Several meta-heuristics have been applied to solve the HFF
problems, such as particle swarm optimization (PSO) [21]
and genetic algorithm (GA) [31]. The molten iron schedul-
ing problem can be viewed as an HFF problem with dynamic
missing operations as follows: there are n torpedo pots (jobs)
and k stages. At each stage, there are m parallel machines.
All the jobs can either flow through each stage or skip certain
stages. When any job arrives at any stage, it should select one,
and only one, machine to be processed on. The goal is to find
a nonpreemptive schedule that minimizes the average sojourn
time, the penalties of tardiness and earliness, and the penalty
of the skipping rate.
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Real-world manufacturing systems often involve uncer-
tainty and dynamic changes, especially in make-to-order shop
environments [33]. However, there is very limited available
literature on HFF with dynamic changes, such as dynamic
job-skip-stage, which we call HFF-D, let alone compara-
tive studies. In real-world manufacturing systems, there are
many applications that can be modeled as an HFF-D prob-
lem, such as the molten iron scheduling problems. Therefore,
it is urgent to address this type of scheduling problem.
The artificial bee colony (ABC) algorithm is proposed by
Karaboga to optimize multivariable and multimodal contin-
uous functions. Since 2005, ABC has been applied to solve
many optimization problems. Experimental results compared
with those of other algorithms verified the efficiency of the
ABC algorithm [14], [34]-[43]. To the best of our knowl-
edge, there is no literature aimed at solving the iron scheduling
problem by using ABC. Therefore, in this paper, we propose
an improved discrete ABC (DABC) to solve the molten iron
scheduling problem in iron and steel industries.

In this paper, we develop a novel DABC algorithm to solve
the HFF scheduling problem with dynamic stage-skipping
for jobs. The main contributions of this paper are as fol-
lows: 1) HFF with dynamic job skipping, which is applicable
in many industrial applications, is first proposed and mod-
eled; 2) considering the problem characteristics, a dynamic
encoding, and flexible decoding mechanism is developed;
3) a right-shift decoding method is proposed to minimize
the earliness and tardiness penalties; 4) several skipping and
scheduling neighborhood structures are presented to balance
the exploration and exploitation abilities; and 5) an enhanced
local search is embedded in the proposed algorithm to further
improve the exploitation ability.

The rest of this paper is organized as follows. Section II
briefly describes the molten iron scheduling problem. Next,
the framework of the proposed algorithm is presented in
Section III. Then, Section IV illustrates the experimental
results and compares them to those of the presented algorithms
from the literature to demonstrate the superiority of the pro-
posed algorithm. Finally, the conclusion is given in Section V.

II. PROBLEM DESCRIPTIONS
A. Molten Iron Process

In this paper, we consider the molten iron scheduling
problem in Baosteel, which is illustrated in Fig. 1.

Baosteel is equipped with four blast furnaces for iron-
making, two steel-making sites for pretreatment, and two
iron-pouring sites. Each blast furnace has four tapping holes,
and three of them are used to pouring molten iron, while
the other is used for maintenance. Each blast furnace per-
forms roughly 12-14 pouring and provides three or four
torpedo pots for each pouring. Each torpedo pot can transport
approximately 270 tons of molten iron. Therefore, Baosteel
produces approximately 150 torpedo pots every day. In the
first steel-making site, there is one preprocessing device and
two desulfurization devices. The second steel-making site has
one preprocessing device, three desulfurization or dephospho-
rization devices, and two post-processing devices. The first
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Fig. 1.

Layout of the molten iron transportation track.

steel-making site has one iron pouring site, while the second
steel-making site has four iron pouring sites to receive the
molten iron from the torpedo pots. Generally, Baosteel dis-
patches molten iron as follows: molten iron drained from blast
furnaces #1 and #2 is assigned to the first steel-making site,
while molten iron from blast furnaces #3 and #4 is assigned to
the second steel-making site. If blast furnaces #1 and #2 cannot
supply enough molten iron to the first steel-making site, blast
furnaces #3 and #4 also provide enough molten iron to the
first steel-making site. Meanwhile, if blast furnaces #3 and #4
cannot supply enough molten iron to the second steel-making
site, blast furnaces #1 and #2 also provide enough molten iron
to the second steel-making site.

The characteristics of the molten iron process can be

summarized as follows.

1) There are five stages in the molten iron scheduling
problem, i.e., the blast furnace, preprocessing, dephos-
phorization or desulphurization, post-processing, and
iron pouring stages.

2) In each stage, there are several identical parallel
machines, which can be selected by any torpedo (job)
flowed through the stage.

3) All torpedoes or jobs follow the same processing
sequence, that is, from the first stage to the last stage;
some torpedoes or jobs may skip some stages according
to the processing capacity of the parallel machines in
certain stages or the due date window.

4) The processing times of all torpedoes at all stages
and the transportation times are non-negative, known,
deterministic, and uninterrupted.

5) Each torpedo can be processed at most on one machine
at a time, and each machine can process at most one
torpedo at a time.

6) Setup times for torpedoes at each stage are relatively
short, and therefore, can be ignored.

7) Transfer times between stages are considered.

8) Preemption is not permitted, that is, any torpedo should
remain on the assigned machine until it completes its
work.
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B. Molten Iron Scheduling Problem

To make the problem closer to the industrial reality, we
consider minimization of the weighted sum of four penalty
values, i.e., the average sojourn time, the total earliness, the
total tardiness, and the skipping rate of the critical machines.
The sojourn time of a job is the duration between the com-
pletion time in the first stage and the starting time in the last
stage. Minimizing sojourn times leads to minimization of wait-
ing times, and thus, energy consumption can be reduced [14].
The skipping rate penalty is to compute the sum of the
skipping rate of the devices in the pre- and post-processing
stages.

Due to its complexity, we consider the molten iron schedul-
ing problem as an HFF-D problem in a static environ-
ment. The notations used in this paper are summarized as
follows.

i Index of the jobs, i=1,2,...,n.

k Index of the machines, k=1,2,...,m.

j Index of the stages, j=1,2,...,5.

n Total number of jobs.

m Total number of machines.

Dij Processing time of job i at stage j.

E; Set of parallel machines at stage j.

m; Number of parallel machines at stage j.

J Set of n jobs, J = {J1,J2, ..., Jn}.

T, Transfer time from stage & to stage j.

[di,d)] Due time window of job i.

wi Penalty coefficient for the average sojourn time.

w2 Penalty coefficient for the earliness.

w3 Penalty coefficient for the tardiness.

W4 Penalty coefficient for the skipping rate.

bij Starting time of job i at stage j.

eij Completion time of job i at stage j.

Q; Set of stages to be accessed by job i.

Xijk If job i is processed on machine k at stage j,
X jk = 1; otherwise x; j ; = 0.

Zih,j If job i is to be processed at stage j immediately
after its completion at stage A, z; ,j = 1; otherwise
Zi,hj = 0.

Vil If job i is preceding job / to be processed at stage j,

vi1j = 1; if jobs [ and i start at the same time at
stage j, yiij = 1/2; otherwise y; ;; = 0.
By using the above notations, we give the formulation of
this paper as follows:

minf = wiF| +waFy +w3F3 +waFy

n

Fy ZZ(bi,S_ei,l)/n (L

i=1

n

Fr = ZmaX(O, di —b;s5) 2)
i=1
ln |

F3 = Zmax(O, bis — d;) (3
i=1

mj p
I D3P IPILY

=24 k=1 i=1

Fqs =

/2n x 100 “4)
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D xija=1 VielJ (5)
JESQ;
kEEj

bij— (bin+pin+Thj) - zing =0, VieJ hjeQ (6)

yirj+yij=1, VijlelJ,je (2;NQ) @)
bij— (bij +pij) + U~ (3 = yirj — Xijk — x1jk) = 0,
Vi,leJ, ke Ejje (;NQ) (8)
xijk€(0,1}, Vield,je{l,2,3,4,5},k€E 9)
Zing €1{0,1}, VielJ h,je(l,2,3,4,5} (10)
Yilj € {0,%,1}, Vi,leJ,je{l,2,3,4,5}. (1)

The four functions (1)—(4) are to minimize the penalty
caused by the average sojourn time, the total earliness, the
total tardiness, and the skipping rate penalty. Constraints (5)
make sure that each operation can select one and only one
available machine in each stage which it must go through.
Constraints (6) guarantee that for two consecutive operations
of each job, the next one can be started only after the com-
pletion of the preceding one plus the transfer time between
the two stages. Constraints (7) and (8) make sure that pro-
cessing overlap of jobs on the same machine is not permitted.
Constraints (9)—(11) define the value ranges for the decision
variables.

C. Example Problem Instance

The following example will help in illustrating this complex
HFF-D problem. Consider an instance with five torpedoes and
stages. There are two blast furnaces in the first stage, two
preslag-pouring devices in the second stage, two dephospho-
rization or desulphurization devices in the third stage, two
post-slag-pouring devices in the fourth stage, and two pouring
devices in the last stage. In the five torpedoes, the second and
third torpedoes are of the special molten irons, while the others
are of the common molten iron. That is, n = 5, m = 10, E1 =
{1,2}, Eo = {1,2}, E3 = {1,2}, E4 = {1,2}, Es = {1, 2}. Let
wr =1, wp =1, w3 = 0.5, and wg = 1. The set of special
iron = {2, 3} and the set of common iron = {1, 4, 5}. The
processing times p;;, the transfer times 7j;, and the due date
window are given as follows:

(30 30 30 40 30
30 30 30 40 30
[Pi)s.s= |30 30 30 30 30
30 30 30 40 30
(30 30 30 30 30

0 0 0 0 0
0 0 0 0
ks =150 3% 0 o
40 45 20 10

a1 _[150 180 200 200 220
d ], T L170 200 220 220 230 ]

(=Nl

The Gantt chart of a solution for the above problem instance
is shown in Fig. 2, where each operation is represented by
a rectangle labeled with the job number. For example, in the
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Fig. 2. Example Gantt chart.

first stage, job Jj is processed on the first machine, and all
the five jobs should be processed in the first stage. The two
jobs Ji and Js5 skip the second stage, while J4 skips the fourth
stage. The average sojourn time F; is 11.8. The starting times
for jobs 1-5 at the last stage are 160, 190, 220, 240, and 210,
respectively. So, jobs 1-3 are all on due date. The total ear-
liness value F; is 10, and the total tardiness value F3 is 20.
The total number of operations being processed at stages 2
and 4 is 7. Then, Fy4 is (1 —7/10) x 100 = 30. Therefore, the
objective value is 11.8 x 1 +10x 14+20x0.5+30x 1 = 61.8.

III. PROPOSED ALGORITHM

In this section, we first introduce the problem-specific
heuristics, which include the dynamic encoding mechanism,
the flexible decoding strategy, and the right-shift heuristic.
Then, we present the neighborhood structures, the population
initialization method, and the strategies for the three types of
artificial bees.

A. Dynamic Encoding Mechanism

To solve the HFS scheduling problem, the
permutation-based encoding mechanism is commonly
used [4], [5], [7], [11]-[17]. In the permutation-based repre-
sentation, each solution is represented by a string of integers.
Each integer corresponds to a job, and the sequence represents
the processing order at the first stage.

In the proposed algorithm, each individual is represented by
two vectors. The first vector is named the scheduling vector,
and the second vector is named the skipping vector, which
contains the information of the operation skipping. To con-
sider the exploitation and exploration abilities, we propose
a dynamic encoding mechanism for the scheduling vector.
First, we divide the entire evolution evenly into two phases.
During the first part of evolution, we apply the permutation-
based encoding method for the scheduling vector, which is
represented in Fig. 3(a). For the second part of evolution,
we develop a novel detailed representation, which is given in
Fig. 3(b). In this detailed representation, each scheduling vec-
tor is represented by five sub-vectors, in which each sub-vector
contains n elements. Therefore, the length of the scheduling
vector is equal to 5n. It should be noted that, at the first stage,
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Fig. 3.  Encoding representation. Scheduling vector for the (a) first and
(b) second part of evolution. (c) Skipping vector.

each job and machine is available at time zero; therefore, all
the jobs are scheduled according to their occurrence in the
scheduling vector at the first stage. At the following stage,
each job will be scheduled according to their completion time
at the previous stage. However, for the situation in which sev-
eral jobs with different available times are waiting for the same
machine, we should schedule each waiting job according to its
sequence in the scheduling vector at the corresponding stage.

In the proposed dynamic encoding mechanism, the element
in the sub-vector in Fig. 3(b) has different meanings for dif-
ferent stages. At the first stage, each element represents the
corresponding job, and the sequence of these elements corre-
sponds to the scheduling order. For example, in Fig. 3(b), at
the first stage, the first element is 2, which represents job J,
and the last one is for J5. All jobs are scheduled according
to their sequence in the first sub-vector, i.e., the processing
sequence at the first stage is Jp, Js,J1,J3, and Js5. At the
following stages, the element in the sub-vector gives the pro-
cessing priority for the corresponding job J; when several jobs
are waiting for the same machine. For example, given that
three jobs Ji, J2, and Js are ready and waiting for M, at the
second stage, we can see from the sub-vector that the process-
ing sequence is J», J1, and Js. That is, J> is the first job to be
processed after M, is available, because in the sub-vector at
the second stage, the elements that correspond to J>, Ji, and
Js are 1, 3, and 5, respectively.

The skipping vector tells the skipping status of each opera-
tion. Therefore, the length of the skipping vector is equal to n.
In the skipping vector, there are four types of status: 1) “0”
represents skipping the two stages, that is, the corresponding
job should skip the pre- and post-processing stages; 2) “1”
means that the corresponding job will only skip the prepro-
cessing stage and be processed in the post-processing stage;
3) “2” means that the job will be processed in the preprocess-
ing stage while skipping the post-processing stage; and 4) “3”
indicates that the job will not skip any stage.
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//at the first stage j=1

For each machine k€ E;, set u;,, = 0

Fori € ®;
Find the first available machine k* = ;&% {u,}
Arrange for job ; to be processed on machine k*
Let e;1=pt-+p; 1, and pg- = ;4

End for

//at stages j=2,...,5
Forj=2,...,5
Let bng) be the possible starting time of nf]), which is set to

J
€pj-1+ hle;lj “Zing

Generate a job permutation ) = (ngj ), ngj ), 'nl(é’) |
J

) according to
ascending bn@
Fori € @;
Find the first available machine k* = k‘é‘é‘]‘_{uk}
If a set of jobs () satisfies bng) < u,~, where ‘n:gj) €, then
arrange for job ‘rrgj ), which has the minimum value in the
scheduling vector at stage j among the jobs in Q, to be
processed on machine k*
Let e; j=max(uy, b »)+p; ), and - = e;
End for
End for

Fig. 4. Flexible decoding strategy.

Note that, in the production system, the special molten iron
should not skip any stage; in other words, we should assign
3 for the special molten iron. For example, in Fig. 3(c), the
second job is of the special molten iron, which should be
processed through all the stages.

B. Flexible Decoding Strategy

Note that, the permutation-based encoding mechanism is
easy to implement. However, the scheduling sequence at the
following stages should be decided according to the comple-
tion time at the previous stage, which is not flexible and can
result in many promising search space regions being ignored.
For example, if more than one job with different completion
times at the previous stage are waiting for the same available
machine, the job with the earlier completion time will deter-
ministically be processed first. For example, consider two jobs
J1 and J> with completion times of 25 and 30 at the first stage
that are waiting for the same available machine M;. At time
point 35, M is available, and J; will be processed first because
it has an earlier completion time at the first stage than J5.

To avoid ignoring more promising search space regions, we
propose a flexible decoding strategy. Let w = (71, 72, ..., 7,)
be a solution, and 7 = (711(]), 712(]), ""n|<1]>'|) represent the
job permutation generated in stage j by sortingl jobs in increas-
ing order of their completion times at stage j — 1. Denoted
as i the idle time of machine k. The pseudocode is given
in Fig. 4.

It should be noted that, at the first stage, all the jobs are
processed according to their sequence in the first part of the
scheduling vector. In the following stages, all the jobs are first
sequenced in an ascending order according to their completion
times at the previous stage. Then, if one machine becomes
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available while several jobs are waiting for it, all the waiting
jobs will be scheduled according to their occurrence values in
the corresponding sub-vectors.

For the above example, let the completion times at the first
stage for the two jobs J and J3 be equal to 30 and 25,
respectively. Both J> and J3 are waiting for M> in the sec-
ond stage, which is available at time point 35. Without the
reference sequence, as commonly used in [4]-[17], J3 will be
processed first because it has an earlier completion time at the
first stage. In this paper, according to the reference sequence
in the second part, J; is to be processed first, which increases
the flexibility and can thus widen the search area.

C. Right-Shift Strategy

In this section, we present a right-shifting strategy to mini-
mize the penalty of earliness. Suppose 7% = (rrf , né‘ s n}lf)
is the job sequence on machine k at the last stage. We first
decode a block that contains operations that are processed
consecutively on the same machine. Let B; be the block that
contains the operation nl.k; in other words, if two operations
are processed without any idle time, then we set them to the
same block. Let ¥y = (vB,,By: ¥B,,B3+ - - -+ VB, 1,By> VBy,Bys1)
be the set of idle times between two consecutive blocks and
VB:.B;,, be the idle time between B; and B;(|. Suppose there
are g blocks B = (By, Bz, ..., By) being processed on a given
machine; we set YBy.Bys1 = OO Let 8% = (81,682,...,6) be
the earliness values for 7% = (71{‘, nf, e, n;f), which is com-
puted as follows: if b; 5 € [d}, d,], set §; = O; otherwise, set
8 = dé —b; 5. Note that, §; > 0 represents that the correspond-
ing operation nl.k starts earlier than its due date, §; = 0 means
yrl.k starts on its due date, and §; < O means nl-k starts after
its due date. Let Sg be the set that includes all the operations
with 8; > 0; Sp includes the operations with §; = 0, and St
the same for §; < 0.

To right shift the operation nl-k, we should consider all the
operations following 7¥ in B; and also the idle time y, p,,, -
The decrease in the earliness value due to a single right shift of
yrl.k is w2|SEg|, the increase in the tardiness value is w3 |S7|, and
the increase in the average sojourn time value is wi|Sp,|/n.
Therefore, if the condition w2|Sg| > w3|ST| + wi|Sg,|/n is
satisfied, we can right-shift nl.k by one time unit. Meanwhile, to
right any operation, we should consider the idle time between
the current and following blocks. If we can right shift to erase
the idle time yp, g, ,, then the two blocks will be combined
into one block. The right-shift procedure is given in Fig. 5 with
the computational time complexity (O(nz)).

Given the job sequence illustrated in Fig. 6(a), there are
four blocks, i.e., B = {{1,2}{3},{4,5,6,7}, {8}}. We first
compute the idle time between each pair of consecutive
blocks: {5, 20, 10}. Then, we compute the earliness values
sk = {10,0, —10, 0, 20, 10, 10, 10}. Let w; = 10, wy = 10,
and w3 = 5. For the first block, we divide all the operations
into three sets, i.e., Sg = {1}, St = {}, and Sp = {2}.

For the first loop, we obtain the first operation with a pos-
itive earliness value n{“, and the condition wy|Sg| — w3|ST| —
wi1lSg;|/n =10x1-10x2/8 = 7.5 > 0. Next, we obtain A =
min{10, 10} = 10 and 6 = min{10, 5}. Therefore, we can right
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For each job m¥ (i=1,2,...,h) and the its block Sg;» While w,|Sg| >
ws|Sy| + W1@ do.
Step 1. A= min{gsp{E}, j&sp{de — b;s3
Step 2. 6 = min{A,yg,5,,,}
Step 3. For each job i in block Sg;, perform the following steps to
right-shift it.
() bys =bis+6
(2)If §; > 6 or §; < 0 then
6;=6—-6
End if
(3)If8; > 0and b; 5 € [d., d.] then
6;=0;
Sg =S —1;
Sp=Sp+i
End if
(4)If8;=0and b; 5 > d. then
6; = dé - bi,s;
Sp=Sp—1i;
Sr=8p+i
End if
(5) If 6 = yp,p,,, then
B; = B; + Biyy;
Yii+1 = 0;
g=q-1
End if
End While
Fig. 5. Right-shift strategy.
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LT T 2 4 3 J [41 5 T6TI[7][8]
YR ad ] o 47 %
[ B ™ T [ N N
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LT T2 7 3 ] [4] 5 [T6I[7][8]
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90 100 120 130 150 160 250 260 300 310 340 350 370 380 400 410

(b)
90 130 175 235 250 280 330 360380390 420
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Fig. 6. Example procedure of the right-shift strategy. (a) Original Gantt

chart. (b) Gantt chart after the first loop. (c) Gantt chart after the second
loop. (d) Gantt chart after the third loop.

shift the first block by five time units. After the right-shifting,
we obtain the new starting time for each operation in the first
block, i.e., b1 5 = 85 and by 5 = 125. Then, the updated earli-
ness values should be 8K = {5,0,-10,0, 20, 10, 10, 10}. The
new block By = {1, 2, 3}, i.e., the following block should be
combined into the first block because the idle time between
them has been erased. Fig. 6(b) illustrates the Gantt chart after
applying the first loop.
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For the second loop, we first divide the new block into three
different sets: 1) Sg = {1}; 2) Sp = {2}; and 3) St = {3}.
Then, we obtain the first operation with a positive earliness
value n{‘, and the condition w|Sg|—w3|S7|—w1|SB;|/n = 10x
1—5x1—-10x3/8 > 0. Then, we obtain A = min{5, 5} =5
and 6 = min{5, 20}. Therefore, we can further right shift the
first block five time unit. After the right shifting, we obtain
the new starting time for each operation in the first block, i.e.,
bis = 90,by5 = 130, and b3 5 = 175. Then, the updated
earliness values should be 8¢ = {0,0, —15,0, 20, 10, 10, 10}.
Then, the first block becomes as follows: Sp = {1, 2} and
St = {3}. Fig. 6(c) describes the Gantt chart after applying
the second loop.

For the third loop, we obtain the first operation with a pos-
itive earliness value né‘, and we should consider {5, 6, 7} as
a block, where S = {5, 6,7}. Then, we obtain the condi-
tion wa|Sg| — w3|ST| — wilSB;I/n = 10 x 3 = 30 > 0. Then,
we obtain A = min{10, co} = 10 and 6 = min{10, 10} = 10.
Therefore, we can right shift the second block {5, 6, 7}
by ten time units. After the right shifting, we obtain the
new starting time, i.e., bss = 290, bes = 340, and
b7.5 = 370. Then, the updated the earliness values should
be 85 = {0,0, 15,0, 10,0, 0, 10}. Then, the updated B =
{{1,2,3}{4}, {5, 6,7, 8}}. For the last block, because the con-
dition w2 |Sg| — w3|ST| — w1|Sp;|/n = 0, we cannot right shift
any operation further. Therefore, the last Gantt chart after right
shifting is in Fig. 6(d).

It can be observed that, before applying the right-shift strat-
egy, the earliness and tardiness penalties are 600 and 50,
respectively. After applying the strategy, the resulted earliness
and tardiness penalties are 200 and 75, respectively. Note that,
the average sojourn time penalty increases by 75. Therefore,
we get a decrease of 300 for the total penalties by using the
proposed right-shift strategy.

D. Neighborhood Structures

Considering the problem characteristics of the molten iron
scheduling problem, we propose two levels of neighbor-
hood structure for iron skipping and operation scheduling
named the skipping and scheduling neighborhood structures,
respectively.

1) Skipping Neighborhood Structure: The skipping neigh-
borhood structure provides a different skipping plan for the
current individual. To consider both exploitation and explo-
ration capability of the proposed algorithm, we present a novel
skipping neighborhood structure, which is given in Fig. 7.

2) Scheduling Neighborhood Structure: For solving the
hybrid flowshop scheduling problem, the neighborhood struc-
tures, such as insertion, swap, pairwise exchange, and mul-
tiswap, are commonly used in the literature. Pan et al. [14]
verified that the multiswap neighborhood can be evaluated
more efficiently than the other three neighborhood structures.
In this paper, considering the problem structure and the bal-
ance of the exploration and exploitation abilities, we combine
the insertion and mutation neighborhood structures in a ran-
dom manner. Fig. 8(a) gives an example of the mutation
neighborhood structure, and Fig. 8(b) gives an example of the
insertion neighborhood structure.
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Procedure ET _skipping neighbor()

Input: the skipping vector for the current solution.

Output: the skipping vector for the newly generated

solution.

Step 1. Compute the earliness and tardiness penalty.

Step 2. If the earliness penalty is larger than the
tardiness penalty, then randomly select a common
iron and set “1”, “2”, and “3” with the same
probability to the skipping type of the selected
iron.

Step 3. If the tardiness penalty is larger than the
earliness penalty, then randomly select a common
iron and set “0,” “1,” and ‘“2” with the same
probability to the skipping type of the selected
iron.

Step 4. If the tardiness penalty is equal to the earliness
penalty, then randomly select a common iron and
set a random iron skipping type different with the
current skipping type.

End.

Fig. 7. Procedure of the skipping neighborhood structure.
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Fig. 8. Scheduling neighborhood structures. (a) Mutation and (b) insertion
neighborhood structures.

E. Population Initialization

To generate a population with a high level of solution
quality and diversity, we propose a very simple population
initialization heuristic, which is given as follows.

Step 1: Let counter Cnt = 1, and perform the following
steps until Cnt = PS.

Generate a solution in a random way and eval-
uate it. If the new generated solution is not the
same as any individual in the current population,
insert it into the population and let Cnt = Cnt + 1;
otherwise, discard it.

Step 3: Go back to step 2.

Step 2:

F. Employed Bee Phase

The employed bees complete the exploitation task around
their given solutions. When applying the proposed DABC
algorithm for solving the HFF-D problem, we set off all
employed bees to perform the exploitation task around the
given food source. The detailed steps for each employed bee
are given as follows.

Step 1: Apply the ith employed bee to the ith food source

in the current population.

Step 2: Produce NS neighboring food sources around the

given solution.
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Step 3: Evaluate each newly generated food source and
perform the following replacement processes: 1) if
its fitness value is better than the best solution
found so far, then replace the latter and 2) if its
fitness value is better than the current food source,
then replace the latter.

G. Onlooker Bee Phase

In the canonical ABC algorithm, similar to the wheel selec-
tion in GA, an onlooker bee selects a food source with
a winning probability from several candidate solutions. In this
paper, we adopt a simple method for each onlooker bee as
follows.

Step 1: Randomly select three solutions in the current
population.

Step 2: Compare the three selected solutions; select the
solution with the minimum fitness value as the
current solution.

Step 3: Produce NS neighboring food sources around the
given solution.

Step 4: Evaluate the newly generated food source, and

update both worst solution and best one in the
current population.

H. Scout Bee Phase

In the classical ABC algorithm, a solution becomes an aban-
doned one if it cannot be improved after a certain number of
generations. Then, a scout bee replaces the abandoned solution
with a randomly generated solution to maintain the popula-
tion with a high level of quality. In this paper, we apply the
following steps for each scout bee.

Step 1: For the best solution found thus far, perform the

following steps S; times: apply the insertion oper-
ator for the scheduling vector and the proposed
ET_skipping_neighbor function for the skipping
vector.
Compare the new generated neighboring solutions,
and select the best one as the current solution. If
there are several solutions with the same best fitness
value, then randomly select one.

Step 2:

1. Enhanced Local Search

To further improve the searching ability of the proposed
algorithm, we develop an enhanced local search for the best
solution found so far. That is, after the three artificial bee
processes discussed in the above section, the enhanced local
search will be applied to the best solution for enhanced search-
ing. The detailed steps of the enhanced local search are as
follows.

Step 1: For the best solution, perform the following steps
until the stop condition is satisfied.
Step 2: Destruction Phase: Randomly generate E; posi-

tions in the skipping vector for the current solution,
where E; is a system parameter. Delete the corre-
sponding elements from the skipping vector, and
insert these deleted elements into a vector pg.
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Step 3: Construction Phase: For each element i in pg,
perform the following steps until p; is empty.

Step 3.1: For the job at position i, change the
skipping type from O to 3, and evaluate
the resulting solutions.

Step 3.2: Select the best skipping type for the
deleted element i.

Step 3.3: Go back to step 3.

J. Framework of the Proposed Algorithm

The detailed steps of the proposed DABC algorithm are
given as follows.

Step 1: Initialization phase.

Step 1.1: Set the system parameters.

Step 1.2: Initialize  the  population

Section III-E).
Evaluate each solution in the population (see
Sections III-B and III-C). Select the best solution
as the current incumbent individual.
If the stopping criterion is satisfied, output the best
solution; otherwise, perform steps 4-8.
Employed bee phase (see Section III-F).

Step 4.1: Set the ith employed bee to the ith food
source in the current population and
perform the exploitation task by using
the proposed neighborhood structures
discussed in Section III-D.

Evaluate the newly generated solu-
tions, and update both current solution
and best one.
Step 5: Onlooker bees phase (see Section III-G).

Step 5.1: For each i = 1,2,...,PS, repeat the
following steps.
Randomly select three solutions in the
current population, and select the best
one as the food source for the onlooker
by using the tournament selection
method.
Generate several neighboring solutions
by using the proposed neighborhood
structures discussed in Section III-D
around the selected food source.
Evaluate the newly generated solu-
tions, and update both worst solution
and best one.
Scout bee phase (see Section III-H). If a solution
in the population has not been improved during the
limit trials, abandon it and put a scout bee around it.
Perform the enhanced local search process around
the best food source found so far (see Section III-I).
Replace the worst food source in the current pop-
ulation with the best one.
Go back to step 3.

(see

Step 2:

Step 3:

Step 4:

Step 4.2:

Step 5.2:

Step 5.3:

Step 5.4:

Step 6:

Step 7:

Step 8:

IV. EXPERIMENTAL EVALUATION

This section discusses the computational experiments used
to evaluate the performance of the proposed algorithm.
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Our algorithm was implemented in C++ on an Intel Core i7
3.4 GHz PC with 16 GB of memory. To verify the effective-
ness and efficiency of the proposed DABC algorithm, we make
detailed comparisons with three presented efficient algorithms,
i.e., GA [31], ABC [14], and PSO [21]. The main reasons for
selecting GA, ABC, and PSO are the following: 1) the ABC
algorithm in [14] is developed for solving the steel-making
casting problem, which is an important realistic application
of HFS. The comparison between DABC and ABC is mainly
used to verify the efficiency of the proposed strategies and
2) GA and PSO are the two recently presented algorithms for
solving the HFF problem, whereas the extension HFF-D prob-
lem is considered in this paper. Because the HFF-D problem
is first proposed in this paper and there is no literature for it,
we select and extend GA, PSO, and ABC to solve the HFF-D
problem to verify the performance of the proposed DABC
algorithm.

The computational times for each instance are set to 100 s.
The best results of the experiments for the 15 randomly gen-
erated problems over 30 independent runs were collected for
performance comparisons. The Taguchi method of design of
experiments (DOE) [44] is utilized to test the influence of
the key parameters on the performance of the proposed algo-
rithm. The fitness value for each solution is computed and
used to make detailed comparisons. The fitness value is to
minimize the four penalty values computed as in (1)—(4). The
performance measure is relative percentage increase (RPI),
calculated as follows:

RPI(f) = M x

fo
where f, is the fitness value of the best solution found by all
the compared algorithms, while f, is the fitness value of the

best solution generated by a given algorithm.

100 (12)

A. Experimental Instances

In this paper, we generate 15 problem instances according
to the practical situations of the iron and steel production in
Baosteel complex, the largest and most advanced iron and steel
enterprise in China. The technological constraints are given as
follows.

1) There are four blast furnaces, two preprocessing devices,
five dephosphorization or desulphurization machines,
two post-processing furnaces, and five iron pouring cen-
ters in the shop. For each torpedo or job, the processing
times are randomly generated in the range of [35, 40]
for the common irons and [40, 45] for the specific
molten irons.

2) For each machine, the release time is not considered as
a technical capability.

3) The transfer times for each of the two consecutive stages
are in the range [10-15].

4) The setup time for each job is not considered as
a technical capability.

5) For the due date window, the start and end time points
for all irons are set to [300 £ §, 151 = §] according to
the practical production data, where n represents the total
number of irons in the system and § represents a random
integer number in [0, 30].
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TABLE I
COMBINATIONS OF KEY PARAMETER VALUES

Level
Parameter
1 2 3 4
PS 10 30 50 100
NS 3 5 10 15
S 5 10 15 20
1 1 1 1
E hl _ _ _
¢ 2" 5" 10" 20"
L, 10 20 30 40
1.15
1.1
- 1.05
g
1
0.95
09 . .
1 2 3 4 1 2 3 4 1 2 3 4
PS NS St

Fig. 9. Factor level trend of three key parameters.

6) The penalty coefficient values are set according to the
practical experiences: w; = 1,wy = 1, w3z = 0.5, and
wyg = 1.

B. Experimental Parameters

The five parameters include the population size (PS), the
size of neighboring (SN) area for the employee and onlooker
bees, the local search times for the scout bee (S;), the destruc-
tion length (E;) for the enhanced local search procedure,
and the number of iterations during which the solution does
not improve (L,). According our preliminary experiments, the
levels of the five parameters are given in Table 1.

The Taguchi method of DOE is utilized to test the influence
of these three parameters on the performance of the proposed
algorithm. For the first three parameters, an orthogonal array
L16(4%) is selected. For each parameter combination, the pro-
posed algorithm is run independently 30 times, and then the
average RPI values obtained by the compared algorithms are
collected as the response variable. Fig. 9 reports the factor
level trend of the three parameters.

It can be observed from Fig. 9 that the proposed algorithm
has better performance under the three parameters with the
following levels: 1) PS with level 3; 2) SN with level 1; and
3) S; with level 2. We can also see from Fig. 9 that the param-
eter PS is more critical than the other two parameters in the
proposed algorithm. A large value of PS means more compu-
tational resources consumed in the exploration procedure, and
the algorithm will lose exploitation ability. A too small value
of PS means the loss of exploration ability of the algorithm.
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TABLE II
COMPARISON OF RPI VALUES FOR THE
DYNAMIC ENCODING MECHANISM

Instance Scale DABC DABCxp
Casel 40 0.00 93.41
Case2 48 0.00 140.36
Case3 56 0.00 76.23
Case4 64 0.00 196.88
Case5 72 0.00 54.87
Case6 80 0.00 194.97
Case7 88 0.00 239.29
Case8 96 0.00 118.96
Case9 104 0.00 96.58
Casel0 112 0.00 325.42
Casell 120 0.00 82.70
Casel2 128 0.00 223.94
Casel3 136 0.00 88.68
Casel4 144 0.00 153.16
Casel5 152 0.00 37.82
Mean 0.00 141.55

Therefore, to balance the exploration and exploitation ability,
the suitable value for the key parameter PS is set to 50 in
the proposed algorithm. According to the above analysis, the
suitable values for the three considered parameters are 50, 3,
and 10 for PS, SN, and S;, respectively.

Similar experiments are also carried out to optimize other
parameters that are used for comparison. Their desirable
parameter settings based on the experimental results are
E;=1/20n and L, = 20.

C. Effectiveness of the Dynamic Encoding Mechanism

To investigate the effectiveness of the dynamic encoding
mechanism, we realize the DABC algorithm presented in
Section III and the DABC algorithm using a permutation-based
representation (DABCnp for short). The parameters for the
two compared algorithms are set the same as in Section IV-B.
The only difference between DABC and DABCyp is that
the DABC algorithm embeds the dynamic encoding mecha-
nism. The two compared algorithms are tested on the same
PC and with the same test instances. After 30 independent
runs, the average RPI results for each instance are collected
for comparison, which is given in Table II.

In Table II, the first column provides the problem name
and the second column lists the scale size. The following
two columns report the RPI values for DABC and DABCnp,
respectively. It can be observed from Table II that: 1) DABC
obtained 15 optimal values out of the given 15 instances,
whereas DABCnp obtains no optimal values; 2) from the last
row in the table, we can see that DABC performs the best; and
3) in a nutshell, we can obtain better results after applying the
proposed dynamic encoding mechanism.

The advantages of the proposed dynamic encoding method
are as follows: 1) with the permutation-based encoding at the
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TABLE III
COMPARISON OF THE RPI VALUES FOR THE
FLEXIBLE DECODING METHOD

Instance Scale DABC DABCxr
Casel 40 0.47 0.00
Case2 48 0.00 7.23
Case3 56 0.00 30.62
Case4 64 0.00 26.38
Case5 72 0.00 46.64
Case6 80 0.00 48.99
Case? 88 0.00 37.93
Case8 96 0.00 55.48
Case9 104 0.00 53.45
Casel0 112 0.00 64.26
Casell 120 0.00 42.43
Casel2 128 0.00 64.67
Casel3 136 0.00 75.96
Casel4 144 0.00 65.88
Casel5 152 0.00 63.73
Mean 0.03 45.58

first part of evolution, the algorithm can locate the optimal
search space quickly, and thus, can increase the searching abil-
ity; 2) detailed representation at the second part of evolution,
the algorithm can perform a fine-grained search in the optimal
searching locations, and therefore, increase the solution qual-
ity; 3) dynamic representation, the algorithm can balance the
exploration and exploitation abilities; and 4) skipping vector,
the algorithm can adjust the skipping status for each operation,
and thus, widen the search space.

D. Effectiveness of the Flexible Decoding Method

In Section III, we propose a flexible decoding method to
enhance the search ability. To investigate the effectiveness of
the flexible decoding method, we realize the DABC algorithm
presented in Section III and the DABC algorithm without using
the flexible decoding method (DABCnr for short). The param-
eters for the two compared algorithms are set the same as in
Section I'V-B. The two compared algorithms are tested on the
same PC and with the same test instances. After 30 inde-
pendent runs, the average RPI results for each instance are
collected for comparison, which is given in Table III.

It can be observed from Table III that: 1) DABC obtained
14 optimal values out of the given 15 instances, whereas
DABCNf obtained only one optimal value; 2) from the last
row in the table, we can see that DABC obtained an average
RPI value of 0.03, which is approximately 1500 times smaller
than that of DABCnp; and 3) in conclusion, the proposed
DABC algorithm performs better than DABCng.

E. Effectiveness of the Proposed Right-Shift Heuristics

To investigate the effectiveness of the right-shift heuristic,
we realize the DABC algorithm and the DABC algorithm
without using the right-shift heuristic (DABCnr for short).
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TABLE IV
COMPARISON OF THE RPI VALUES FOR THE
RIGHT-SHIFT HEURISTICS

Instance Scale DABC DABCxr
Casel 40 0.00 112.97
Case2 48 0.00 78.64
Case3 56 0.00 94.75
Case4 64 0.00 100.28
Case5 72 0.00 80.69
Case6 80 0.00 84.05
Case7 88 0.00 81.46
Case8 96 0.00 76.47
Case9 104 0.00 71.22
Casel0 112 0.00 83.70
Casell 120 0.00 72.04
Casel2 128 0.00 72.55
Casel3 136 0.00 74.99
Casel4 144 0.00 77.36
Casel5 152 0.00 76.75
Mean 0.00 82.53

The parameters for the two compared algorithms are set the
same as in Section IV-B. The two compared algorithms are
tested on the same PC and with the same test instances. After
30 independent runs, the average RPI results for each instance
are collected for comparison, which is given in Table IV.

It can be observed from Table IV that: 1) DABC obtained
optimal values for all the 15 instances and 2) from the last
row in the table, we can see that DABC obtained an average
RPI value of 0.00, which is significantly better than that of
DABCngr.-

F. Effectiveness of the Skipping Neighborhood Structure

In Section III, we propose a novel skipping neighbor-
hood structure considering the earliness/tardiness penalty. To
investigate the effectiveness of the neighborhood structure,
we realize the skipping neighborhood structure presented in
Section III and the commonly used mutation neighborhood
structure [26], [39]. The mutation neighborhood structure ran-
domly selects a common iron and changes another skipping
type for it in a random manner. The parameters for the two
compared algorithms are set the same as in Section IV-B. The
two compared algorithms are tested on the same PC and with
the same test instances. After 30 independent runs, the aver-
age RPI results for each instance are collected for comparison,
which is given in Table V.

It can be observed from Table V that: 1) DABC with the
proposed skipping neighborhood structure obtained 14 opti-
mal values out of the given 15 instances, and the algorithm
with the mutation neighborhood structure obtains one opti-
mal result; 2) from the last row in the table, we can see that
our method obtained an average RPI value of 0.02, which is
approximately 800 times smaller than that of the algorithm
with the mutation method; and 3) in a nutshell, the skipping
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TABLE V
COMPARISON OF THE RPI VALUES FOR SKIPPING
NEIGHBORHOOD STRUCTURES

Instance Scale Our method Mutation
Casel 40 0.31 0.00
Case2 48 0.00 1.09
Case3 56 0.00 3.01
Case4 64 0.00 6.82
Case5 72 0.00 5.54
Case6 80 0.00 9.91
Case7 88 0.00 18.21
Case8 96 0.00 13.70
Case9 104 0.00 17.49
Casel0 112 0.00 24.24
Casell 120 0.00 28.44
Casel2 128 0.00 25.34
Casel3 136 0.00 30.34
Casel4 144 0.00 44.36
Casel5 152 0.00 38.88
Mean 0.02 17.82

neighborhood structure enhances the search ability of the
algorithm.

G. Comparisons With the Presented Efficient Algorithms

To make a fair comparison between the proposed algorithm
and other three compared algorithms, we implement GA, PSO,
and ABC with two types.

1) In the first type, each compared algorithm is coded with
their own components, i.e., encoding/decoding mech-
anism, neighborhood structures, and local or global
search approaches. Here, we named the compared algo-
rithms in the first type GA-I, PSO-I, and ABC-I,
respectively. The skipping vector is also used in GA-I,
PSO-I, and ABC-I to record the skipping status for each
operation.

2) In the second type, all the compared algorithms are
implemented with the same components as the proposed
DABC algorithm, i.e., the same encoding/decoding
mechanism, right-shift heuristic, and population initial-
ization method. Then, all the four compared algorithms
perform their own evolution operators. Here, we named
the compared algorithms in the second type GA-II,
PSO-II, and ABC-II, respectively. Each compared algo-
rithm is run independently 30 times for each given
instance. All algorithms adopt the same maximum
elapsed CPU time limit of # = 100 s as a termination cri-
terion. This criterion is practical in realistic production
systems.

1) Comparisons With GA-I, PSO-I, and ABC-I: The
detailed implementation of GA-I, PSO-I, and ABC-I is the
following.

a) For GA-I, the following components as in [31] are

embedded: the permutation-based encoding, the k-way
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TABLE VI
COMPARISONS OF THE RPI VALUES WITH GA-I, PSO-I, AND ABC-I

Instance  Scale DABC GA-1 ABC-1I PSO-I
Casel 40 0.00 184.80 148.76 189.86
Case2 48 0.00 133.02 126.39 139.34
Case3 56 0.00 171.21 147.27 148.16
Case4 64 0.00 180.26 152.74 192.77
Case5 72 0.00 151.20 129.58 146.26
Case6 80 0.00 130.90 141.60 129.18
Case7 88 0.00 150.57 116.58 129.32
Case8 96 0.00 153.02 144.88 146.25
Case9 104 0.00 144.16 138.60 161.69
Casel0 112 0.00 163.65 136.21 134.74
Casell 120 0.00 106.76 121.24 117.85
Casel2 128 0.00 144.32 121.61 120.97
Casel3 136 0.00 161.30 126.05 122.02
Casel4 144 0.00 119.04 116.52 133.70
Casel5 152 0.00 183.24 107.85 114.83
Mean 0.00 151.83 131.73 141.80

selection, the crossover operators (including right-
hand-side-segment swap crossover, single point order
crossover (SPOX)-1, SPOX-2, and two-point order
crossover), the mutation operators (including the
order shift and the swap operator), and the sequential
implementation framework.

b) For PSO-I, the following components as in [21] are
embedded: the smallest position value-based encoding
method, the population initialization (one is generated
by Nawaz-Enscore-Ham heuristic, and others are ran-
domly generated from feasible solutions), the updated
movement approach by two global best solutions, and
the tabu search-based local search mechanism.

c) For ABC-I, the following components as in [14] are
embedded: the permutation-based representation, the
population initialization method, the employed bee,
onlooker bee and scout bee phases, the neighboring
solution generation operator, and the enhanced strategy.

The results for the comparisons with GA-I, PSO-I, and
ABC-I are reported in Table VI. It can be observed from
Table VI that: a) in comparison with the other three algo-
rithms, the proposed DABC obtained all improved values for
the given 15 instances, which is significantly better than the
other compared algorithms; b) on average, the proposed DABC
obtained an RPI value of 0.00, which is obviously smaller
than that of the ABC-I algorithm, the second best performer
with 131.73 overall average RPI; and c) the comparison results
show the efficiency and robustness of the proposed DABC
algorithm.

To determine whether the observed differences from the
above table are indeed significantly different, we also apply
the Friedman test [45], [46] and the Holm multiple compari-
son test [47] as a post hoc procedure for the pair comparison.
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Fig. 10. Multicompare results for comparisons with GA-I, PSO-I, and ABC-1.

TABLE VII
COMPARISONS OF THE RPI VALUES WITH GA-II, PSO-II, AND ABC-II

Instance  Scale IDABC GA-II DABC-II PSO-II
Casel 40 0.00 5.10 1.33 3.15
Case2 48 0.00 7.92 1.62 1.56
Case3 56 0.00 6.63 3.05 2.98
Case4 64 0.00 4.09 232 4.06
Case5 72 0.00 7.36 1.23 2.79
Case6 80 0.00 8.76 1.22 6.80
Case7 88 0.00 5.92 2.90 5.61
Case8 96 0.00 6.02 2.10 8.70
Case9 104 0.00 8.05 2.03 5.97
Casel0 112 0.00 10.01 3.40 5.01
Casell 120 0.00 11.02 2.35 4.02
Casel2 128 0.00 11.98 3.47 7.01
Casel3 136 0.00 6.03 8.89 7.02
Casel4 144 0.00 11.99 8.03 10.02
Casel5 152 0.00 12.01 10.11 10.05
Mean 0.00 8.19 3.60 5.65

Fig. 10 gives the pair comparison results after applying the
Holm multiple comparison test. It can be concluded from
Fig. 10 that the proposed DABC algorithm is significantly
better than the other compared algorithms.

Compared with the presented algorithms in the first type,
i.e., GA-I, ABC-I, and PSO-I, the main advantages of the
proposed DABC are as follows: a) a dynamic encoding
and flexible decoding mechanism considering the problem
characteristics is embedded in DABC, which makes DABC
more flexible to adapt to the considered production process;
b) several skipping and scheduling neighborhood structures are
presented to balance the exploration and exploitation abilities;
¢) a right-shift heuristic considering the problem structure and
objective features is used to minimize the objective values; and
d) an enhanced local search is embedded in DABC to further
improve the exploitation ability.

2) Comparisons With GA-II, PSO-II, and ABC-II: The
results for the comparisons with GA-II, PSO-II, and ABC-II
are reported in Table VII. It can be observed from Table VII
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Fig. 11.  Multicompare results for comparisons with GA-II, PSO-II, and
ABC-II (w; =1,wp =1,w3 =0.5, and wg = 1).

TABLE VIII
COMPARISONS OF THE RPI VALUES WITH DIFFERENT WEIGHTED
VALUES (w; =0.5,wp =1, w3 =1, ANDwy = 1)

Instance  Scale IDABC GA-II DABC-II PSO-II
Casel 40 0.00 9.98 1.77 2.15
Case2 48 0.00 10.04 4.08 297
Case3 56 0.00 7.98 3.93 220
Case4 64 0.00 6.27 5.47 5.38
Case5 72 0.00 6.04 4.29 3.40
Case6 80 0.00 7.90 5.08 3.53
Case7 88 0.00 7.71 2.29 3.81
Case8 96 0.00 12.01 3.06 9.60
Case9 104 0.00 15.02 1.28 4.00
Casel0 112 0.00 1.08 1.28 5.02
Casell 120 0.00 14.89 2.76 5.10
Casel2 128 0.00 18.03 2.12 8.02
Casel3 136 0.18 13.01 0.00 10.80
Casel4 144 0.00 19.87 2.04 12.03
Casel5 152 0.00 24.86 9.07 12.97
Mean 0.01 11.65 323 6.07

that: a) DABC obtained all improved values for the 15 given
instances, which is significantly better than the other com-
pared algorithms; b) on average, DABC obtained an RPI value
of 0.00, whereas the second best performer with 3.60 overall
average RPI; and c¢) the comparison results show the efficiency
and robustness of the proposed DABC algorithm.

Fig. 11 reports the pairwise comparison results after apply-
ing the Holm multiple comparison test. It can be observed from
Fig. 11 that DABC is significantly better than the other com-
pared algorithms, even when all the algorithms are embedded
with the same components, i.e., the same encoding/decoding
mechanism, right-shift heuristic, and population initialization
method.

To further verify the performance efficiency of the proposed
DABC algorithm under different weighted values, we made
a comparison with GA-II, PSO-II, and ABC-II under different
type of weighted values, i.e., w; = 0.5,wp = 1, w3 = 1, and
wq = 1. The comparison results in Table VIII and Fig. 12 also
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Fig. 12.  Multicompare results for comparisons with GA-II, PSO-II, and
ABC-II (w; =05, wp =1,w3 =1, and wy = 1).

show the efficiency of the proposed DABC algorithm with
different weighted values.

The main reasons that DABC outperforms GA-II, ABC-II,
and PSO-II are as follows. Compared with ABC-II, the main
advantages of DABC are the following: a) the proposed
skipping and scheduling neighborhood structures balance the
exploration and exploitation abilities; b) the enhanced local
search method can further improve the exploitation ability;
and c) the improved scout bee strategy can enhance the search
ability while maintaining the exploration ability. The same
advantages of DABC are also found in the comparison with
GA-II and PSO-II. Other advantage of DABC compared with
GA-II and PSO-II are the following: a) the proposed employed
bee strategy performs the exploitation and enhance the local
search ability; b) onlooker bees strategy further enhance the
search ability; and c) scout bee strategy can enhance the explo-
ration ability and avoid the algorithm being stuck in a local
optima.

V. CONCLUSION

The HFF with dynamic operation skipping in molten iron
scheduling problems is first proposed in this paper, which
can be applied in many realistic applications. An improved
DABC is proposed. The primary contributions of this paper
are as follows: 1) a dynamic encoding mechanism is presented
for the considered problem; 2) a flexible decoding method
is embedded; 3) to enhance the exploitation and exploration
capability of the proposed algorithm, several effective skip-
ping and scheduling neighborhood structures are developed;
4) a problem-specific right-shift strategy is developed; and
5) an enhanced local search procedure is utilized to enhance
the exploitation ability.

Comparative experimental results with three popular algo-
rithms, namely, GA, ABC, and PSO demonstrated that the
proposed DABC algorithm significantly outperforms the three
compared algorithms in solving the considered problems.
Experimental results and statistical analysis show the robust-
ness and efficiency of the proposed algorithm. Future work
on developing more effective and computationally more effi-
cient algorithms for solving the considered problems is highly
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desirable. In addition, we should also apply the proposed algo-
rithm to solve scheduling problems with dynamic operation
skipping features in dynamic environments.
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